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Abstract

Cataract surgery is currently one of the most common interventions to restore visual acuity, where
the associated astigmatism can be corrected by toric intraocular lens (IOL) implantation. Improving
refractive outcomes by accurate and precise IOL power calculations is crucial to achieve optimal post-
operative results matching the patients’ expectations. For the minimization of residual astigmatism,
linear regression-based nomograms between the Lenstar® keratometric astigmatism and the Cassini®

total corneal astigmatism were developed, considering the posterior corneal effect and reducing the pre-
diction error. Also, astigmatism variations were observed between center and peripheric zones, with a
decrease of the toric IOL power determined to be implanted towards the periphery. Distinct numbers
of measurements at different surgery-related stages for diverse measurement modalities evidenced no
differences regarding the error in refractive astigmatism. Keratometric and total corneal astigmatism
optimization was evaluated for linear and non-linear machine learning estimators in a three-step ex-
ploratory analysis, encountering several biometric parameters. Linear and tree-based models showed
promising results for the reduction of the error in refractive astigmatism, requiring more testing data.
Tailored IOL power calculations via ray-tracing, in diverse scenarios, were enabled by the implemen-
tation of an astigmatic pseudophakic eye model with a created generic simulated toric IOL, suitable
for patient-specific data incorporation, highlighting the spherical power tenderness to the IOL position
estimations and the cylindrical power relation with the posterior cornea.
Keywords: Cataract Surgery, Toric Intraocular Lens, Keratometric Astigmatism, Total Corneal
Astigmatism, Residual Astigmatism, Prediction Error

1. Introduction

Vision, one of the human five senses, is of upmost
importance for the perception of the surrounding
environment, through complex and not yet fully
understood mechanisms carried out by the artic-
ulation of eye and brain. As any other organ, the
eye is subjected to defects, as cataracts, the opaci-
fication of the natural lens, considered the leading
cause of blindness. Currently, with the increase of
life expectancy, along with the continuous improve-
ment of surgical techniques, cataract surgery is a
common procedure in developed countries and re-
garded as one of the most effective and successful
interventions to restore visual quality [1]. A key
step for the success in post-operative vision regain is
the adequate intraocular lens (IOL) dioptric power
determination, superseding the dioptric power of
the crystalline lens along with the necessary power
for the correction of inherent refractive errors and
achievement of the targeted post-operative refrac-
tion. Astigmatism is highly prevalent in cataract

patients, deteriorating visual acuity [2]. As regards
refractive astigmatism, the posterior corneal astig-
matism (PCA) was pointed out as the major source
of error [3], and a prediction error equal or lower
than 0.50 D, with toric IOL power calculations, has
been shown to vary between 53.9% and 65.6% [4],
and 35% to 75% [5]. Therefore and along with the
increasing rate of performed cataract surgeries and
patients demand of perfect refractive outcome, the
improvement in precision of toric IOL power calcu-
lations is essential.

In this work the main aim was to explore re-
fractive astigmatism prediction error improvement
strategies in the ophthalmology context of cataract
surgery. The approaches consisted in analyses out
of different perspectives: construct linear regression
nomograms relating keratometric and total corneal
astigmatism measurements; analyze the variation
of corneal astigmatism within a 3.0- and a 4.0 mm
zone and its influence on the predicted residual re-
fractive astigmatism; compare the error in refrac-
tive astigmatism considering a different number of
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measurements acquired at different surgery-related
stages for several measurement modalities; assess
the influence of several biometric parameters in an
exploratory study of linear and non-linear methods
for keratometry and total corneal astigmatism opti-
mization; and perform ray-tracing IOL power calcu-
lations simulations in different scenarios including
different parameters.

2. Background

The eye can be regarded as an optical system: first
the entering light from an infinite distance object
reaches the cornea, the primary refractive surface
with around 40 D of refractive power. Then the
iris acts as an aperture that regulates the amount
of light that passes the pupil to the crystalline lens.
This focusing lens element, which holds the remain-
ing refractive power of the eye (in total 60 D), turns
the image upside down, before it is detected by the
retina. And finally the brain processes the image,
turning it such that a correct interpretation is pos-
sible.

Image errors, known as aberrations, occur in a
real optical system degrading the image quality.
Aberrations can be classified into chromatic and
monochromatic. The first arise due to distinct light
refraction for different wavelengths, while the sec-
ond are only related to one wavelength. Monochro-
matic low-order aberrations (LOAs) include my-
opia, hyperopia and astigmatism, the most com-
mon refractive errors, while the high-order aberra-
tions (HOAs) comprehend spherical aberration and
coma, among others [6].

Astigmatism in the eye is due to asymmetries in
the refractive surfaces, leading to power differences
along meridians. Therefore, two principal meridi-
ans passing through the eye and perpendicular to
the optic axis are considered: one for the maxi-
mal curvature/power and another for the minimal
curvature/power. When these power directions are
perpendicular, the astigmatism is termed regular
and thus a LOA, otherwise it is defined as irregular
arising from highly irregular corneal shapes, as in
the keratoconus condition [6]. Regular astigmatism
is mainly due to anterior corneal toricity, however
the posterior corneal surface also contributes to the
total astigmatism of the optical system. Due to the
existing power difference, the horizontal and verti-
cal light rays from a distant object are focused as
two perpendicular lines forming a three-dimensional
structure termed Sturm’s Conoid. Along this in-
terval, the blurred image assumes different shapes
and directions [7]. The astigmatism is divided into
subgroups according to the axis direction: With-
the-Rule (WTR) with a steeper vertical meridian
between 60◦ and 120◦, as Against-the-Rule (ATR)
with a horizontal steeper meridian between 0◦ and

30◦ or 150◦ and 180◦, or as Oblique with the steep-
est meridian between 31◦ and 59◦ or 121◦ and 149◦.

Keratometry measurements are confined to an
approximately 3.0 mm diameter central area of
the cornea, assuming that the cornea is symmet-
ric with two main meridians 90◦ apart. Further-
more, only the anterior corneal curvature is mea-
sured and the standard keratometric index, a fic-
titious index of usually 1.3375 is used to include
the effect of the posterior corneal surface in the
conversion to total corneal power. Corneal topog-
raphy and tomography consider a larger corneal
zone for acquiring measurements. Topography only
measures the anterior corneal surface, while to-
mography analyses the whole cornea, providing in-
formation of the anterior and posterior surfaces
[8]. Different measuring devices have different un-
derlying techniques, briefly: the Aladdin® (Top-
con, Tokyo, Japan) is a Placido disc-based optical
biometer and topographer; Lenstar® LS 900 (Haag-
Streit AG, Köniz, Switzerland) is an optical low-
coherence reflectometry biometer; the Cassini® (i-
Optics, Den Haag, The Netherlands) is a topogra-
pher employing multi-colored LED point-to-point
forward ray-tracing; the Pentacam® (Oculus Op-
tikgeräte GmbH, Wetzlar, Germany) is a tomogra-
pher composed of a rotating Scheimpflug camera;
and the MS-39® (Costruzione Strumenti Oftalmici,
Florence, Italy) is an anterior segment optical co-
herence tomographer.

3. Methods

3.1. Regression nomograms

Pre-operative keratometric astigmatism (KA) mea-
surements with Lenstar and total corneal astigma-
tism (TCA) measurements with Cassini were per-
formed for patients scheduled to undergo cataract
surgery. Only patients with measurements taken
with both devices were considered, as well as with
a criterion of 80 for the Cassini’s quality factor of
the posterior corneal surface. The KA and TCA
measurements were decomposed into horizontal and
vertical components following the Holladay et al.
vector analysis [9] with double-angles by equations
(1) and (2), where Cylinder andAxis are relative to
the astigmatism magnitude and direction, respec-
tively. For the whole sample and each of the three
astigmatism subgroups, a linear regression was fit-
ted, separately, between the horizontal and the ver-
tical components.

x = Cylinder × cos(2×Axis) (1)

y = Cylinder × sin(2×Axis) (2)

Patients with pre-operative KA, axial length
(AL), and anterior chamber depth (ACD) Lenstar
measurements, that underwent cataract surgery, for

2



whom the power of the implanted toric IOL was
known and the post-operative subjective refraction
was recorded, were considered for the assessment
of the prediction error. The nomograms were em-
ployed for Lenstar’s KA adjustment and the cor-
respondent predicted residual astigmatism (PRA)
was calculated by vector analysis based on the Hol-
laday et at. publications of 2001 and 1988 [9, 10],
and the Fam and Lim meridional analysis [11]. The
error in predicted residual astigmatism (EPA) was
calculated using the Thibos et al. method [12] as
the difference at the corneal plane between the post-
operative refraction and the PRA. A vertex distance
of 12.0 mm was considered to convert the subjec-
tive refraction at the spectacle plane to the corneal
plane. The prediction error for the KA adjustment
with the Abulafia-Koch formula was also calculated
[13]. For the cases where the implanted toric IOL
was known the prediction error was also calculated
with the Barrett Toric Calculator [14], and cases
where the powers of the IOL given by the Barrett
Toric Calculator matched the implanted IOL pow-
ers were considered.

3.2. Corneal astigmatism variation within
3.0- and 4.0 mm zones

Total corneal refractive power (TCRP) pre-
operative measurements taken with the Pentacam
were considered from a 3.0 mm and a 4.0 mm di-
ameter ring centered on the pupil axis. The eyes
were divided into astigmatism subgroups according
to the steepest meridian of the 3.0 mm zone, and
the mean magnitude values were compared.

The differences between the 3.0- and 4.0-mm
zone’s astigmatism magnitude were divided into
0.25 D intervals. From the total number of eyes,
20% were randomly chosen for astigmatism differ-
ences between zones lower than 0.50 D, since this
range held most of the cases, and including all eyes
for differences higher than 0.50 D. For these eyes,
the suggested toric IOL power for each TCRP zone
values, according to the Næser-Savini Toric Calcu-
lator, was recorded [15]. The predicted residual re-
fractive astigmatism correspondent to the toric IOL
power determined to be implanted with TCRP val-
ues from the 3.0 mm zone was compared to the
prediction for the same toric IOL power, but with
TCRP values from the 4.0 mm zone.

3.3. Error in refractive astigmatism analysis

A retrospective study included patients undergo-
ing cataract surgery with toric IOL implantation
(Acrysof SN6ATx, Alcon Laboratories, Inc.) with
three consecutive measurements performed with
Pentacam and Aladdin with a quality specifica-
tion of “OK”. Post-operatively, namely at least one
month after the surgery, three consecutive measure-
ments were performed using the same devices; the

patients’ subjective refraction was recorded; and
the IOL orientation was determined using a slit-
lamp aligned with the IOL indentations.

Corneal astigmatism from four different measure-
ment modalities was obtained regarding the ro-
tating Scheimpflug camera case: KA, TCRP 3.0
mmm P/Z (TCA from a 3.0 mm zone centered on
the pupil), TCRP 3.0 mm A/Z (TCA from a 3.0
mm zone centered on the apex), TCRP 4.0 mm
P/Z (TCA from a 4.0 mm zone centered on the
pupil). The PCA was also recorded. As the Al-
addin Placido disc corneal topographer only mea-
sures the keratometry, solely KA was considered.
In addition, AL, ACD, white-to-white (WTW), and
Chord µ (angle kappa related) measurements were
recorded.

According to the first pre-operative KA measure-
ment taken with Pentacam, the cases were divided
into the three astigmatism subgroups and for each
measurement modality, except Pentacam’s PCA,
three sets of measurements were considered: only
the first pre-operative measurement, the average
of the three pre-operative measurements, and the
average of the three post-operative measurements.
Hereinafter, measurement modalities refer to Pen-
tacam’s KA, TCRP 3.0 mm P/Z, TCRP 3.0 mm
A/Z and TCRP 4.0 mm P/Z, as well as Aladdin’s
KA, while measurement types refer to the average
of three pre-operative measurements, only one pre-
operative measurement, and the average of three
post-operative measurements.

The analysis of astigmatism power was carried
out applying Næser’s polar value method [7]. The
astigmatism magnitude and axis (M @ α), in a plus
cylinder format, were transformed into two polar
components, the net meridional power along a ref-
erence meridian ϕ, by equation (3), and the net
torsional power over the meridian ϕ, by equation
(4).

Net meridional power along ϕ =

= KP (ϕ) = M × cos(2× (α− ϕ))
(3)

Net torsional power over ϕ =

= KP (ϕ+ 45) = M × sin(2× (α− ϕ))
(4)

These components can be reconverted into the
net astigmatism format, by equations (5) and (6).

M =
√
KP (ϕ)2 +KP (ϕ+ 45)2 (5)

α = arctan

(
M −KP (ϕ)

KP (ϕ+ 45)

)
+ ϕ (6)

Using equations (3) and (4), the error in re-
fractive astigmatism (ERA) was calculated at the
corneal plane following three main steps: the tar-
get corneal astigmatism (TCAst) was calculated by
vector summation of the KA or TCA and the calcu-
lated surgical induced corneal astigmatism (SICA)
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as the difference between the post- and the pre-
operative KA/TCA; the target refractive astigma-
tism (TRA) was obtained by summation of the
calculated TCAst and the IOL astigmatism (IA),
having as reference meridian the steepest measured
meridian; the ERA was then obtained by the vec-
tor difference between the post-operative refraction
astigmatism (RA) at the corneal plane and the
TRA. A vertex distance of 12.0 mm was consid-
ered to transform the subjective refraction at the
spectacle plane to the corneal plane.

For the optimization of the pre-operative corneal
astigmatism, back-calculations were performed to
zero-out the meridional ERA component. The IOL
toricity and SICA were subtracted from the sub-
jective refraction. An exploratory study employing
supervised machine learning (ML) including differ-
ent sets of parameters — corneal astigmatism and
direction, AL, ACD, WTW, and Chord µ — was
carried out aiming to assess the influence of the dif-
ferent parameters on the optimization process, us-
ing different linear and non-linear estimators from
the scikit-learn library in Python 3.7 (Anaconda).
Since the output was a quantitative prediction and
therefore considered as a regression problem, and
given the small volume of data, Multiple Linear Re-
gression (Linear), Linear Support Vector Regression
(SVR), K-Nearest Neighbor (KNN), Random For-
est (RF), and Gradient Boosting (GB) estimators
were considered. The whole sample, without sub-
group distinction, was considered in a three-step
analysis: step 1, using the whole sample for both,
training and testing, termed Training; step 2, a k-
fold cross-validation, to predict the estimators per-
formance when unknown data is used for testing
purposes, where the sample is split into k smaller
sets, for which the estimator models are fitted and
the performance is evaluated, being the total per-
formance the average of the k-fold performances,
termed Cross-validation; step 3, using this sample
for training and testing with another independent
sample, termed Testing.

3.4. Ray-tracing IOL power calculations

Pre-operative measurements performed with Pen-
tacam for patients that underwent cataract surgery
with toric IOL implantation (Acrysof SN6ATx, Al-
con Laboratories, Inc.) were cross-referenced with
post-operative measurements performed with MS-
39, to assess the position of the implanted toric
IOL. For these patients the parameters considered
were: pre-operative corneal topography (radii of
curvature, axis, and asphericity), AL, lens thickness
(LT), pupil diameter (PD), WTW, and ACD; post-
operative (one month after the surgery) corneal to-
pography and the position of the implanted IOL
(ACDpostop) as the distance from the corneal en-

dothelium to the anterior surface of the implanted
IOL. Additionally, one month after the surgery, the
subjective refraction and IOL axis of implantation
were recorded.

Adapted from the Personalized Pseudophakic
Eye Model (PPM) developed by Ribeiro et al. [16],
and based on the Liou-Brennan model [17], an astig-
matic pseudophakic eye model was developed, suit-
able to incorporate patient-specific data, and to
overcome the lack of information regarding IOLs
disclosed by the manufacturers, a generic simulated
toric IOL was conceptualized.

Three models were considered: two pre-
operative, combined with formulas for the IOL
position estimation, one PPM-based (ACDpost =
ACDpre + 0.395 × LTpre) [16], and a C-Constant
concept (IOLC = ACDpre + C × LTpre, with a C-
value of 0.38) [18]; and a post-operative, for which
the IOL position was known.

3.5. Statistical Analysis

Statistical analysis was performed using the
scipy.stats module of Python 3.7 (Anaconda). To
assess if a sample followed a normal or Gaussian
distribution, the Shapiro-Wilk statistical test was
performed. Two paired samples were compared re-
garding statistical differences, using paired t-tests
when normally distributed, and Wilcoxon signed-
rank test when not normally distributed. When
comparing three or more normal-distributed and
paired samples, repeated measures analysis of vari-
ance (ANOVA) was used, and the Friedman non-
parametric test for the case where the paired sam-
ples did not follow a Gaussian distribution. For all
statistical tests a p-value of less than 0.05 was con-
sidered significant.

4. Results and Discussion

4.1. Regression Nomograms

Four nomograms were constructed by modeling
linear correlations based on Lenstar’s KA and
Cassini’s TCA, a generic nomogram considering all
eyes (637) and astigmatism subgroup specific nomo-
grams (WTR, 273 eyes; ATR, 255 eyes; Oblique,
109 eyes). These suggest a tendency to turn the hor-
izontal WTR component less negative, while turn-
ing more positive the ATR one.

The mean±SD values for the EPA horizontal (x),
net astigmatism magnitude and direction, and the
percentage of eyes with an EPA magnitude lower
or equal than 0.50 D are presented in Table 1 for
the case with and without the generic and subgroup
specific adjustments for the whole sample (175 eyes)
and for the WTR (75 eyes) and ATR (85 eyes) sub-
groups. These parameters are also presented for the
Abulafia-Koch Formula case [13].
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Table 1: EPA horizontal (x) component, in D, corre-
spondent net astigmatism, in D and ◦, and percentage of
eyes with an EPA magnitude within 0.50 D. AK stands
for Abulafia-Koch Formula.

EPA, x EPA, Net Ast. % ≤0.50 D

Total

Without 0.22±0.64 0.22 @ 177.1 44.00

Generic 0.05±0.65 0.05 @ 174.1 56.00

Specific 0.10±0.56 0.10 @ 174.9 52.57

AK -0.17±0.55 0.17 @ 91.5 51.43

WTR

Without 0.56±0.76 0.56 @ 0.1 26.67

Generic 0.19±0.64 0.19 @ 1.5 49.33

Specific 0.25±0.72 0.25 @ 2.0 44.00

AK 0.04±0.62 0.05 @ 20.4 53.33

ATR

Without -0.06±0.40 0.06 @ 90.7 56.47

Generic -0.08±0.41 0.08 @ 90.2 60.00

Specific -0.03±0.39 0.03 @ 87.9 58.82

AK -0.39±0.42 0.39 @ 90.3 45.88

The centroid for the horizontal component over-
all decreased when KA is adjusted, with an WTR
shift tendency, more pronounced for the Abulafia-
Koch formula. The generic KA adjustment led to
the largest decreases, with statistical significance
(p<0.001), for both, total and WTR, cases. De-
spite the high number of ATR cases in the test
sample, no statistical differences were found, what
may be related to the already low prediction errors
without adjustment. The percentage of eyes with
an EPA magnitude lower or equal than 0.50 D in-
creased when the KA was adjusted, namely with
the generic nomogram, and similar to the Abulafia-
Koch case for the whole sample. The differences
with respect to the WTR and ATR subgroup be-
tween the nomogram cases and the Abulafia-Koch
case may be related to the observed WTR shift of
the EPA horizontal component when the Abulafia-
Koch is employed, which leads to better outcomes
for the WTR subgroup, but worse in relation to the
ATR subgroup.

The prediction error was calculated with the Bar-
rett Toric Calculator for 60 eyes. The horizontal
centroid component correspondent to the case with-
out adjustment (0.19±0.48 D) decreased for the ad-
justment cases with the generic (0.01±0.41 D) and
specific (0.02±0.42 D) nomograms, as well as for the
Barrett Calculator (0.11±0.32 D). The Abulafia-
Koch Formula had a pronounced associated devia-
tion towards WTR (-0.19±0.42 D). The magnitude
and direction for the case without adjustment were
0.19 D @ 7.0◦, while for the generic and specific
nomograms adjustment cases these were, respec-

tively, 0.06 D @ 40.2◦ and 0.05 D @ 34.2◦. With
the Abulafia-Koch Formula, these were 0.20 D @
80.3◦ and with the Barrett Toric Calculator 0.12
D @ 175.6◦. The lowest prediction error (p<0.001)
and the highest percentage of eyes with a prediction
error equal or lower than 0.50 D (88.33%) were ob-
tained with the Barrett Toric Calculator — without
adjustment the percentage was only 48.33%. Also,
the nomogram adjustments led to a statistically sig-
nificant decrease of the prediction error (p=0.0036
for the generic, and p=0.0018 for the specific nomo-
gram cases) with correspondent percentages of pre-
diction error lower or equal than 0.50 D of 56.67%
and 61.67%.

4.2. Corneal astigmatism variation within
3.0- and 4.0 mm zones

The TCRP mean±SD values for the 3.0- and 4.0-
mm zones for all eyes were, respectively, 1.15±0.83
D and 1.14±0.84 D. For the WTR subgroup these
were, respectively, 1.23±0.80 D and 1.25±0.84
D, and for the ATR subgroup 1.19±0.88 D and
1.12±0.84 D. An average increase of the astigma-
tism is observed for the WTR subgroup, while for
the ATR an average decrease.

Comparing the suggested toric IOL to be im-
planted based on the TCRP values of the 3.0 mm
zone to the ones of the 4.0 mm zone, the power
changed in 76.80% of the eyes, whereas 52.08% from
these had lower toric IOL powers in the 4.0 mm zone
than in the 3.0 mm zone, and 47.92% higher pow-
ers. Separating the astigmatism differences between
zones in intervals of 0.25 D, the Mean Absolute Er-
ros (MAE) was calculated between the predicted
residual refractive astigmatism of the 3.0- and 4.0
mm zones, for the toric IOL power determined for
the 3.0 mm zone. For differences below 0.25 D,
the MAE was 0.08, while for differences between
0.25-0.50 D and 0.50-0.75 D it was 0.26 and 0.41,
respectively. Regarding higher difference intervals
also the MAE increased: between 0.75-1.0 D, the
MAE was 0.75, surpassing 1.0 for differences higher
than 1.0 D (MAE = 1.09). Except for astigmatism
differences lower or equal than 0.25 D, in general,
the prediction differences had values of the same
order of magnitude as the correspondent interval of
astigmatism differences.

4.3. Error in refractive astigmatism analysis

For each measurement modality and type, the
mean±SD values for the ERA meridional compo-
nent, as well as the MAE for the net astigmatism
magnitude, and the percentage of eyes with an ERA
magnitude equal or less than 0.50 D are presented
in Table 2 for the WTR (54 eyes) and ATR (31
eyes) subgroups.
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Table 2: Mean±SD values, in D, ERA meridional component, KP(ϕ), MAE for the net astigmatism magnitude,
in D, and the percentage of eyes with an ERA magnitude equal or less than 0.50 D. The p-values refer to the
differences between measurement types.

WTR ATR

KP(ϕ) MAE p % ≤0.50D KP(ϕ) MAE p % ≤0.50D

KA (Pentacam)

Average 3 preop -0.53±0.41 0.67 33.33 0.32±0.31 0.60 38.71

1 preop -0.54±0.48 0.67 0.7860 44.44 0.32±0.32 0.65 0.7892 29.03

Average 3 postop -0.54±0.40 0.67 31.48 0.26±0.27 0.59 41.94

KA (Aladdin)

Average 3 preop -0.52±0.41 0.64 42.59 0.24±0.34 0.55 48.39

1 preop -0.52±0.43 0.67 0.7034 38.89 0.25±0.36 0.57 0.6790 45.16

Average 3 postop -0.52±0.34 0.65 35.19 0.21±0.34 0.52 51.61

TCRP 3.0 P/Z

Average 3 preop -0.15±0.42 0.49 59.26 0.22±0.39 0.59 38.71

1 preop -0.17±0.46 0.52 0.1145 59.26 0.15±0.46 0.65 0.4274 35.48

Average 3 postop -0.21±0.39 0.52 52.41 0.10±0.32 0.55 48.39

TCRP 3.0 A/Z

Average 3 preop -0.36±0.40 0.55 51.85 0.08±0.37 0.55 45.16

1 preop -0.38±0.51 0.59 0.4111 50.00 0.06±0.36 0.60 0.7233 41.94

Average 3 postop -0.39±0.36 0.56 50.00 0.01±0.35 0.55 45.16

TCRP 4.0 P/Z

Average 3 preop -0.27±0.36 0.51 55.56 0.23±0.35 0.57 48.39

1 preop -0.30±0.43 0.54 0.9286 50.00 0.20±0.42 0.61 0.6449 41.94

Average 3 postop -0.32±0.38 0.53 53.70 0.12±0.33 0.54 48.39

An overall over-correction (negative ERA KP(ϕ)
values) was found for the WTR, while an under-
correction (positive ERA KP(ϕ) values) for the
ATR case, regarding all measurements of all modal-
ities. Within each measurement modality, between
the three different measurement types, no statis-
tically significant differences were found regarding
the ERA meridional polar values, and the ERA
magnitude. Even if not statistically different, for
most cases, the highest spread was observed for the
one pre-operative measurement case, and the low-
est percentage of eyes with an error lower or equal
to 0.50 D for the average of three post-operative
measurements.

The TCRP cases have a higher dispersion com-
pared to the KA cases, however, these measurement
modalities led to a decrease of the observed over-
and under-correction: the ERA KP(ϕ) is closer to
zero when compared to the KA cases, what suggests
that it is more accurate. Furthermore, this decrease
is related to the posterior corneal effect of WTR KA
compensation, on the one hand, and of the ATR
KA adding effect, on the other [19]. When compar-
ing the ERA meridional and torsional components
between measurement modalities, the TCRP cases
covering a 3.0 mm zone centered on the pupil pro-
vided the best outcomes for the WTR case, while
the centered on the apex led to the best outcomes
for the ATR case.

In the optimization method analysis, the best
achievable outcomes are limited by the back-
calculated outcomes, namely a mean±SD zero
meridional ERA and a percentage of 76% eyes with
an ERA within 0.50 D. The torsional ERA is not
optimized by back-calculations, therefore remaining
unchanged between non-optimized and optimized.
The net astigmatism calculated with the Barrett
Toric Calculator led to a mean±SD value, in D, for
the ERA KP(ϕ) of 0.12±0.40, and 50% of eyes with
an ERA magnitude equal or lower than 0.50 D.

In Figure 1 are presented for the Pentacam KA
case the ERA meridional and torsional components
with 95% confidence ellipses for all estimators. The
centroid is approximately zero for all cases, and the
ellipses narrow towards zero along the xx− axis,
when considering more parameters, being less pro-
nounced for the linear and KNN estimators. Re-
garding the ellipse axes along the horizontal compo-
nent, they are lower for the three-based estimators,
therefore showing lower variance and higher preci-
sion when compared to the linear estimators. Per-
centages around 60% were achieved with the Linear,
Linear SVR, and KNN estimators for ERA magni-
tude values ≤0.50 D, while higher than 70% for the
RF and GB estimators.

Through statistical analysis, in the KA cases the
mean ERA KP(ϕ) and magnitude components were
lower compared to the non-optimized case (p<0.05
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and p<0.001, for the meridional and magnitude
components). When comparing the optimization
estimators with the Barrett Toric Calculator case,
the optimized mean ERA meridional components
were lower (p<0.05) and, overall, for the ERA mag-
nitude no statistical differences were found for the
linear estimators; however, statistically lower mean
values were found for the RF and GB cases. The lin-
ear estimators had as well higher values compared
to these two estimators. In general, regarding the
mean meridional and magnitude ERA, no statistical
differences were found when comparing the different
parameter sets for the same estimator.

In the cross-validation step, higher R2 scores,
around 0.80, and lower SDs were found for the Lin-
ear and Linear SVR estimators, compared to the
around 0.70 for the tree-based estimators, suggest-
ing that when using unknown data to predict opti-
mized corneal astigmatism values, the accuracy of
the first estimators will be higher and with a smaller
deviation than the tree-based estimators.

As the KNN estimator appeared to perform worse
when considering more parameters, in the testing
step were used only the Linear and Linear SVR re-
gressions, as well as the RF and GB estimators.
With 52 eyes in the testing phase, the mean±SD,
for the ERA KP(ϕ) component, and the percent-
age of eyes with an ERA magnitude equal or lower
than 0.50 D is presented in Table 3 for the Linear,
Linear SVR, RF and GB estimators. The number
1 stands for the parameter set of astigmatism mag-
nitude and direction; 2 includes also the AL and
ACD; 3 includes, in turn, the Chord µ; and 4 in-
cludes all parameters.

Table 3: Mean±SD values, in D, ERA KP(ϕ), and the
percentage of eyes with an ERA magnitude equal or less
than 0.50 D, in the Testing phase.

1 2 3 4

Linear

KP(ϕ): Mean -0.06 -0.05 -0.05 -0.04

KP(ϕ): SD 0.41 0.40 0.42 0.43

% ≤0.50D 51.92 51.92 50.00 48.08

SVR

KP(ϕ): Mean -0.10 -0.11 -0.09 -0.10

KP(ϕ): SD 0.40 0.40 0.41 0.41

% ≤0.50D 50.00 48.08 48.08 42.31

RF

KP(ϕ): Mean -0.02 -0.08 -0.03 -0.09

KP(ϕ): SD 0.42 0.48 0.42 0.49

% ≤0.50D 51.92 48.08 50.00 48.08

GB

KP(ϕ): Mean -0.03 -0.05 -0.01 -0.03

KP(ϕ): SD 0.46 0.46 0.50 0.49

% ≤0.50D 51.92 46.15 44.23 46.15

An overall over-correction is present, with a mean
meridional ERA value close to zero. The mean val-
ues are lower for the tree-based estimators, but the
SD values are lower for the linear estimators; the
same results were found for the magnitude ERA
case. In general, the percentage of eyes with an
ERA magnitude equal or lower than 0.50 D rounds
50%. The highest percentages obtained by the es-
timators occur for the simple case where magni-
tude and direction of astigmatism were considered,
whereas the percentages decrease when more pa-
rameters were included, however no statistical dif-
ferences were found when comparing different pa-
rameter sets for one estimator.

4.4. Ray-tracing IOL power calculations

For each model, the mean±SD values were calcu-
lated for the spherical and cylindrical powers, their
results being depicted in Table 4. In addition, the
R2 coefficients in relation to the implanted IOL
powers were determined. The mean±SD spherical
power of the implanted IOL was 19.24±3.53 D, and
the cylindrical was 2.00±1.31 D.

Table 4: Mean±SD spherical and cylindrical powers for
the three models, and R2 with respect to the implanted
toric IOL.

Mean SD R2

Preop + PPM

Spherical 20.44 4.35 0.82

Cylindrical 2.04 1.82 0.84

Preop + C Const

Spherical 20.33 4.30 0.82

Cylindrical 2.04 1.80 0.84

Postop

Spherical 19.01 4.08 0.83

Cylindrical 2.06 1.86 0.84

The cylindrical power obtained using the three
models did not statistically differ from the im-
planted IOL cylindrical power, and also in-between
of them no differences were found, however these
were, by observations, slightly higher than the
cylindrical power of the implanted IOL. Regard-
ing the spherical power, the mean values of the
implanted IOL were similar to the obtained with
the generic simulated IOL using the post-operative
model, and statistically lower when compared to
both pre-operative models (p<0.05).

For each of the three models, the prediction er-
ror was calculated as the difference between the
recorded subjective refraction and the predicted
post-operative refraction that was simulated, tak-
ing into account the biometric data and the known
powers of the implanted IOL. For the post-operative
model, the mean±SD difference was -0.59±0.85 D
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Figure 1:
ERA KP(ϕ) and KP(ϕ+45) components displayed by 95% confidence ellipses, for the optimized KA

(Pentacam), in the Training stage.

for the spherical power and -0.37±0.33 D for the
cylindrical power, while regarding the pre-operative
model with the PPM-based formula, these were -
1.42±0.84 D and -0.20±0.34 D, and with the C Con-
stant -1.39±0.79 D and -0.21±0.34 D. The negative
mean values indicate a higher refractive power of
the generic simulated IOL, for which the refraction
spherical power is higher for the pre-operative mod-
els, pointing out the influence of the effective IOL
position. For the cylindrical power, the variation
is small between models, i.e., below 0.50 D, and a
percentage of 63.16% was attained for a prediction
error equal or lower than 0.50 D, for all models.

By simulation of the effect of neglecting the PCA,
the mean±SD cylindrical power changes are pre-
sented in Table 5 for the WTR (10 eyes) and ATR
(6 eyes) subgroups.

The cylindrical power increased for the WTR
eyes when not encountering the posterior surface,
which is in line with the highlighted compensation

influence of this surface on the anterior corneal sur-
face. Therefore, when only considering the anterior
corneal astigmatism the respective IOL power will
be higher, related to the error in refractive astigma-
tism over-correction associated to this astigmatism
subgroup. On the other hand, the IOL cylindrical
power decreased for the ATR subgroup, which is re-
lated to the posterior corneal surface adding influ-
ence, meaning that when only considering the ante-
rior corneal astigmatism the IOL power calculated
will be lower than when considering both surfaces,
leading to the characteristic error in refractive astig-
matism under-correction of the ATR subgroup.

5. Conclusions

The KA nomogram adjustment reflected a signif-
icant reduction of the prediction error in residual
astigmatism, increasing the percentage of eyes with
a prediction error within 0.50 D from 44% to 56%
when adjusted by the generic nomogram. An over-
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Table 5: Mean±SD values, in D, for the cylindrical
powers of the three simulated models when and when
not considering the posterior corneal astigmatism, for
the WTR and ATR subgroups.

WTR ATR

With PCA

Preop + PPM 2.65±2.01 0.97±0.59

Preop + C-Constant 2.64±2.00 0.97±0.59

Postop 2.84±1.95 0.85±0.69

Without PCA

Preop + PPM 2.91±2.07 0.71±0.5)

Preop + C-Constant 2.89±2.06 0.81±0.54

Postop 3.03±2.01 0.72±0.60

all shift towards WTR was depicted, in line with
other adjustment methods. Nevertheless, an en-
hancement of the developed nomograms may be
necessary for the reduction of the outlier cases and
for the increase of the correlation coefficient be-
tween the measured KA and TCA.

Focusing on further possible factors that should
be considered, the present study about TCA from a
4.0 mm zone compared to the 3.0 mm zone pointed
out that at least slight variations existed between
them, namely for the ATR subgroup. Higher varia-
tions were in line with an increase of the predicted
residual refractive astigmatism difference between
zones, which may produce an impact on refrac-
tive outcomes. Conversely, it was shown that by
considering the average of three pre-operative mea-
surements or solely one pre-operative measurement
did not reflect differences in the error in refractive
astigmatism across different measurement modali-
ties, even when compared to the average of three
post-operative measurements.

The exploratory study about the employment of
linear and non-linear machine learning estimators
for the optimization of the pre-operative KA and
TCA highlighted their potential to reduce the error
in refractive astigmatism, attaining percentages of
eyes with an error in refractive astigmatism equal
or lower than 0.50 D as high as 75%, in the training
step. However, more recent datasets should be used
in future studies to test the estimators combined
with several other biometric parameters and also
the possibility of adaptation of the machine learning
algorithms.

The developed astigmatic pseudophakic eye
model along with the generic simulated toric IOL
for ray-tracing power calculations, necessarily cre-
ated to overcome the lack of lens specificities, pro-
vided the major advantages for being suitable for
patient-specific data incorporation, and moreover
they do not depend on previous population data
for IOL power calculations. The model’s limita-

tions are the unavoidable pre-operative lens posi-
tion estimation and the inherent biometric measure-
ments accuracy. The implementation of this model
for IOL power ray-tracing calculations striked the
potential not only of the model and toric IOL con-
cept, but also of the method for the improvement
of refractive outcomes, highlighting their versatil-
ity for the study of several scenarios regarding the
challenging issue of post-operative IOL physical po-
sition estimations and the cylindrical power rela-
tion to the posterior cornea encountering. More
simulations, including more eyes, with the generic
simulated toric IOL should be performed to give
strength to this concept and point out the adap-
tations needed. Alternative optimization methods
need to be further studied as well as methods for
the assessment of the refraction to determine more
accurately the prediction error.

In essence, the main contributions of the con-
ducted studies rely on the distinct improvement
strategies to overcome some of the highlighted
sources of error and exploit other possible factors
to be taken into account for the improvement of re-
fractive outcomes, pointing out that future studies
require mainly a global inclusion of larger numbers
of eyes to sustain the found results and enable more
robust conclusions.
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